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Executive Summary

This policy paper departs from the straightforward observation that the public debate in countries across the globe is gradually shifting from the offline “town square” to the online sphere, where polarization and false information often shape (and radicalize) political views. Manipulation using disinformation as a strategy might serve political and financial interests of actors bent on influencing citizens’ perceptions in key moments such as elections and national political discussions, effectively disrupting democratic systems, both domestically and abroad.

Against this backdrop, this paper explores the information gap between the tech companies, regulators and civil society, arguing that the online platforms alone cannot provide the answer to the complex phenomenon of online manipulation. The paper draws on questions of regulation with a focus on the European legislative debate, emphasizing the need to promote a multi-stakeholder approach as a way to increase societal resilience to disinformation and effectively consolidate democratic foundations to withstand emerging online threats in the future.

As a way forward, the paper makes the following recommendations:

- **Policymakers** ought to provide regulatory frameworks to increase online platforms’ obligations and accountability when it comes to transparency about actions taken to curb online disinformation and hate speech. Regulation should treat disinformation as a societal problem and consequently go beyond regulating social media platforms, i.e. by introducing additional measures such as strengthening media pluralism, empowering citizens and funding civil society.

- **Civil society organizations** must also play a significant role, for example by actively monitoring what happens on online platforms, identifying manipulation attempts, and countering hybrid threats such as disinformation and hate speech in real time.

- **Tech companies** should improve the way they enforce community standards, increase transparency of content moderation and ranking/recommender algorithms and share data with civil society organizations that work to identify manipulation attempts.
1. Introduction

The use of personal data in an unregulated environment over the past 20 years has given rise to new business models that use consumer data to predict and shape behavior. Data use has unlocked markets and is at the core of most of the competitive companies, defining business and marketing strategies across different industries. However, while such models have optimized companies' targeting strategies, and to some extent benefited consumers through offering them more tailor-made services and products, they have introduced possibilities for abuse. The same mechanisms used to target consumers – segmentation, and micro-targeting – have been used to target voters during important elections, shedding light on the challenges that new technologies pose to democracies.

One of these new markets enabled the success of social media platforms – online spaces created in the early 2000s where users connect to each other, consume information, and share personal content. Their monetization strategy is based on the idea that the more a company knows about you, the more it can predict users' choices and behavior, and use this information to influence consumer practices. To this end, algorithms craftily select content to make users stay as long as possible in platforms that collect their data; by spending time on these platforms, the user is also exposed to the ads that keep this machine running.

The same business model that made these companies successful provided a ready-to-use infrastructure to intensify polarization through disinformation and hate speech shared at scale, ultimately influencing political behavior and arguably playing a role in democratic processes. This tactic was introduced into the mainstream in 2016, placing social media platforms at the center of a controversy about their role in allowing malicious actors to use their services for political manipulation.

This manipulation was made possible by the increasing number of users of these services in the past years. The COVID-19 pandemic accelerated an already observed trend: tech companies are becoming central to public discourse, as citizens are increasingly using such platforms to vent their feelings and share their political ideas, including during the course of elections. With offline discussions paused in many countries for the time being, such exchanges are happening in online spaces subject to manipulation.

**The COVID-19 pandemic accelerated an already observed trend: tech companies are becoming central to public discourse, as citizens are increasingly using such platforms to vent their feelings and share their political ideas, including during the course of elections.**

In this environment, disinformation has developed as an unsavory means to push for political and financial interests. Russia's use of digital tools to influence other countries' internal politics is now old news: China, Iran, and Saudi Arabia have also established themselves in this field. Recently, the European Union accused China of being behind a huge wave of COVID-19 disinformation campaigns aimed at weakening how governments respond to the pandemic.¹ According to the Oxford Internet Institute, evidence of organized social media manipulation campaigns was observed in 70 countries in 2019, up from 48 countries in 2018 and 28 countries in 2017.²
While it is clear that public opinion manipulation using social media platforms was performed by state and non-state actors, measuring the effects of the exposure to false information and hate speech online continues to be a challenge. Psychology researchers point out several reasons why social media and the current way in which we consume information makes us prone to believe in narratives pushed by disinformation campaigns. These include the use of mental shortcuts and tendency to consume information that reinforces one’s pre-existing beliefs. However, measuring whether and to what extent pieces of false information online have the power to alter a person’s decision on how to vote is a difficult task.

This policy paper explores the challenges posed by this gradual shift of the public sphere from the “town square” to online spaces that are designed and moderated by private companies. It will explore how the new gatekeepers – namely big tech companies such as Facebook, Google, Twitter and others – whose solutions are focused on just certain manifestations of the new tactics of attention manipulation, are not positioned to provide all the answers to this problem. The added effect of polarization and disinformation cannot be solved unless there is a society-wide response.

Pointing towards a framework to increase societal resilience against such hybrid threats, the article explores possible regulatory responses to address this issue, focusing on the European debate, and the desired role of civil society in this new digital public sphere.

2. The Online Public Sphere

The public sphere is the domain of social life where public opinion can be formed (Habermas, 1991), namely, the space where individuals come together to discuss and identify societal problems, influencing social mobilization and political action. With the advent of Web 2.0, platforms connecting and giving voice to citizens were seen as the ultimate level of democracy, empowering those who were not able to overcome the barriers imposed by traditional gatekeepers – media, elites and political figures.

From the early days of MySpace to the advent of TikTok, the role of social media has changed. MySpace, in 2004, was the first platform to reach the number of one million active users. Now, in 2020, an estimated 3.6 billion people are using social media around the world, a number projected to increase to almost 4.41 billion in 2025. The majority of such users exchange messages and engage in political debates over platforms owned by three companies: Tencent (WeChat), Facebook & Google, with Bytedance (TikTok) growing fast, and other platforms operating in specific niches and contexts (Twitter, Telegram, Reddit, among others). Online exchanges underwent a transformation from text to link, and are now rapidly evolving into image and short video exchanges.

MySpace, in 2004, was the first platform to reach the number of one million active users. Now, in 2020, an estimated 3.6 billion people are using social media around the world, a number projected to increase to almost 4.41 billion in 2025.
Throughout this period, connectivity facilitated collective action, where online calls for action and events turned into offline protests and revolutions, leading to actual political change. Viral messages on Twitter and Facebook sparked the Arab Spring across different autocracies in 2011, leading to democratic change in countries such as Tunisia, or deepening conflicts as in Libya. Activists’ clever use of information and communication technologies (ICTs) for organizing and sustaining the Euromaidan protests in Ukraine in 2014 was seen as a key element that allowed the revolution to keep going, ultimately resulting in the removal of pro-Russia President Yanukovych and the call for new elections. For better or for worse, governments and actors around the world understood the power of a connected society, of a public sphere where anyone could voice their uncensored opinions and mobilize for political action. Gaining momentum online could lead to offline change. It is worth noting that the fast pace at which digital tools evolved in shaping our habits in the past decades interplayed with pre-existing political developments of different societies. In the United States, for example, political polarization has been increasing steadily since the 1960s, with studies pointing out to increasing societal polarization in demographic groups that do not use social media platforms in large numbers. In other parts of the world, the growth of ethnic, political and religious conflicts did not stop over the past decades, with some studies pointing to benefits of connectivity to affected areas.

The centrality of social media platforms put them in the spotlight. While not being the root cause of trends that predate the creation of such platforms, the rapid privatization of the public sphere became an opportunity for state and non-state actors to instrumentalize their (geo)political interests by manipulating online services. This trend of abuse has been accelerating steadily in different parts of the world, with an increase in the number of countries engaging in social media manipulation from 28 to 70 in the last three years.

The rapid privatization of the public sphere became an opportunity for state and non-state actors to instrumentalize their (geo)political interests by manipulating online services.

The above-mentioned cases show that platforms are different in the role they play in this digital public sphere, but one thing that they have in common is that their design shapes how people exchange information. The different designs offer different possibilities for manipulation. These platforms also lack transparency, scrutiny, and boundaries for what is allowed or not, which opens them up to abuse by malicious actors. With the world moving ever faster to the online environment in the aftermath of the COVID-19 pandemic, the process of digitizing the public sphere accelerated, and counting on platforms alone to provide the answers proved to be insufficient.
3. Can Tech Companies Alone Provide the Answers?

The Brexit referendum and US elections in 2016 brought to the world's attention how social media platforms could be weaponized for (geo)political purposes. Whether they were used to attack specific political opponents or to spew false information at scale, social media manipulation ended up eroding trust in facts and democratic values that were said to have been strengthened by giving people the voice they had lacked a few years earlier. Cambridge Analytica shed light on how easy it was to use personal data to shape political perceptions. It showed that targeting mechanisms aimed at influencing consumers can be used in the same way when it comes to influencing voters' political choices.

New forms of online manipulation and hate followed. In 2017, in a milestone case of unsupervised abuse of the online space, the Independent International Fact-Finding Mission in Myanmar stated that “Facebook has been a useful instrument for those seeking to spread hate” against the Rohingya, a Muslim minority in the country. The report recognized that Facebook had tried to respond to misuses of its platform, but found it “slow and ineffective.” Large scale ethnic violence against Rohingya Muslims in Myanmar dates to 1978, but the abuse of new technologies helped to give a new face to an old problem. At the time that the new wave of violence broke, Facebook had 7.3 million active users in the country, but only around four Burmese speakers reviewing content.

While 2018 was a year when the “tech giants” dealt with several instances of abuse around the world, it was also the year when encrypted platforms started showing their potential for massive manipulation.

Another messaging app, Telegram, made headlines for its role in Belarus, due to its being used to spark protests after the fraudulent landslide re-election of Alexander Lukashenko in August 2020. The app allows for users to follow channels, which pushed the so-called “March of Freedom,” a series of opposition protests in the aftermath of the elections. The platform became the gateway to organizing protests in a scenario of political instability.

This short overview paints a picture of the dual role of social media: they connect and empower users, reduce barriers for political participation and empower voters, but they also show how vulnerable we are, albeit in different ways, to massive manipulation by state and non-state actors. In this new digital version of citizenship, we have moved from offline venues for discourse to online environments that allow us to connect to fellow citizens and mobilize change around us. At the same time, those very environments are exposing us to false information, hatred and conspiracy theories, which can lead to further polarization in society and extremism in politics.
Online environments allow us to connect to fellow citizens and mobilize change around us, but at the same time, are exposing us to false information, hatred and conspiracy theories, which can lead to further polarization in society and extremism in politics.

The different examples show that among the many effects of social media, there is one particular growing concern about the effect of such platforms on society, namely, the role of such platforms during big political moments, such as elections, revolutions or crises. However, the cases above illustrate that the exploitation of social media for political ends and its effects extend far beyond those “big moments” and have also medium and long-term impact on users’ political behavior and beliefs.

The major tech companies have invested massively in the past years to preserve the integrity of elections and prevent their platforms from becoming tools for political manipulation and the spread of harmful content. New products to identify and limit the spread of false information were created, economic incentives disrupted, data shared with researchers and authoritative information made more easily accessible on major social media platforms.

The major tech companies have invested massively in the past years to preserve the integrity of elections and prevent their platforms from becoming tools for political manipulation and the spread of harmful content.

Figure 1.
Intended Effects of Social Media Manipulations Around and Beyond Elections

<table>
<thead>
<tr>
<th>Election Day</th>
<th>Effects of social media manipulation around elections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• Common strategies include spread of false information and hate speech to confuse voters, disengage specific groups from voting, question electoral results &amp; electoral integrity, and spread false narratives against political opponents.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electoral Period</th>
<th>Political Beliefs</th>
<th>Effects of social media manipulation beyond elections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>• Public opinion manipulation goes beyond electoral periods: over time, false information and hateful content can polarize society around certain issues, radicalize political positions and erode trust in democracy and facts.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• In extreme situations, citizens may not agree on a common factual base and democratic discourse cannot happen. Conspiracy theories gain ground over scientific knowledge on climate, healthcare issues and others.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>World Views</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

However, the fact that more false accounts have been taken down and malicious activity has been clamped down is not a sign that matters are improving; the widespread attempts and varied techniques still used in political manipulation also mean that more actors are becoming active in trying to manipulate such platforms. Moreover, there has been growing evidence that the effects of social media manipulation go far beyond elections, playing a role in the long-term effects on political opinion formation.

The rising coordination and strength of extremist groups and conspiracy theories on different social media platforms have shown that radical voices are finding ways to use the online public sphere to convince other citizens to believe in a different set of facts. Facebook recently removed 790 groups linked to QAnon conspiracy theories, but on other platforms such as Telegram or Parler, several QAnon channels and groups are free to operate and spread their narratives without much oversight. More recently, QAnon conspiracy theories have been reinforced by believers of COVID-19 falsehoods and climate change deniers.

Some companies are taking stronger actions than others; they have different rules as to what is allowed, and different capacities to enforce these rules.

This presents a complex challenge. Some companies are taking stronger actions than others; they have different rules as to what is allowed, and different capacities to enforce these rules. Also, polarization and radicalization happen around the clock, requiring extensive monitoring that could become costly, even if a company has the desire and capacity to carry it out. Lastly, placing the ultimate responsibility of monitoring public debates online to a few private companies raises issues of legitimacy: should they be the main actors responsible for this task, or should it be a more collective responsibility?

Indeed, outsourcing the solution to problems affecting public trust in politics and democracy brings several issues into relief. The Russian influence on the 2016 elections, and the case of Myanmar, where Facebook did not provide proper oversight, are just a few examples demonstrating that tech companies cannot fight this complex problem alone. Four years later, both the 2020 US elections and the 2020 Myanmar elections showed a much more coordinated and organized response from tech companies than in 2016. Without civil society involvement including the momentum it generated in the media, however, these efforts would have not been successful.

In 2020, a global disinformation challenge joined the mix. The COVID-19 outbreak confronted all countries with the “infodemic” – false information about the virus, ranging from non-existent cures to falsehoods about how countries were dealing with the pandemic. The platforms’ attempts to limit the spread of the infodemic suggest that tech companies can weed out misinformation – provided that a source of authoritative information is clearly defined. In the case of the COVID-19 crisis, platforms relied on scientific evidence provided by the World Health Organization.
As a result of experience gained during the pandemic, many platforms have tightened their rules on advertising, prohibiting ads that create a sense of urgency in the context of the coronavirus, such as ads implying a limited supply of medical gear, or advertising substances that supposedly cure the infection. Facebook announced it would notify users who had engaged with misinformation about the virus. Together with Twitter and YouTube, the company took down content that could cause harm, including posts by Brazilian President Jair Bolsonaro and Venezuela’s Nicolas Maduro that praised a dubious cure for COVID-19 and encouraged ending social distancing measures. WhatsApp has limited message forwarding options on its platform in an attempt to reduce the spread of misinformation about the virus. Twitter has started labelling tweets that contain deceptive or manipulated content, while Google has directed searches on the virus to reliable websites and taken down Google Play apps promising information about the pandemic that was not approved by a national government or medical institution.

The lessons learned from previous elections, as well as the COVID-19 infodemic, is that online platforms play a central role in shaping public discourse and providing users with relevant information about a range of public discussions, from elections to a global pandemic. The platforms’ responses to such events also show that different companies invest different efforts in preventing these spaces from being manipulated. At the end of the day, while they can indeed do more to prevent their services from being abused, constantly increasing their activity, companies cannot solve pre-existing conflicts and issues in countries they operate in, or be expected to predict all malicious or unintentional uses of their services. Making them the ultimate responsible actors to protect democracy from interference and abuse of their services for (geo)political gains is a simplification of a complex problem. What is necessary is a multi-faceted solution involving a whole set of actors. In recent years, policymakers, civil society organizations, journalists, fact-checkers and international electoral observer groups became vocal in this debate, each offering a different angle to the problem, without offering a single effective solution. Developing and developed democracies alike faced decreased societal trust in facts and democratic institutions and observed the rise of extreme voices in their mainstream political systems. The next sections will consider approaches to a solution: How can policymakers and civil society play a role in this complex scenario?

4. Framing the Regulation Debate

Policymakers have often used regulation to address emerging challenges, and their response to those posed by the use of social media for political purposes have proved no different. In different parts of the world, several regulatory models have been suggested that propose outsourcing the responsibility for dealing with problematic content to the companies that facilitate this content, or empowering courts to decide on the legality of online content, and even criminalizing users that produce or spread this content.

The current relationship between regulators and industry is characterized by information asymmetry. Tech companies are currently best positioned to offer solutions because they have more effective means and knowledge to deliver faster responses to rapidly evolving challenges; governments lack the necessary expertise. However, given that the manipulation of social media platforms poses grave dangers to democracy, it is imperative to involve non-industry actors in this pursuit of solutions, by demanding greater transparency on the part of tech giants. Disinformation is not a
technological problem, but a societal one, and as such, the asymmetry in knowledge between tech companies and civil society is perilous to democracy in the long run.

Disinformation is not a technological problem, but a societal one, and as such, the asymmetry in knowledge between tech companies and civil society is perilous to democracy in the long run.

Legislators, regulators and civil society organizations need to increase their technical understanding in order to find effective remedies, and create ecosystems where decisions of tech industries are scrutinized and discussed. However, this framework should not interfere with the capacity and resources of companies to generate quick responses to disinformation and hate speech transmitted over their platforms. Hence, striking a balance is an essential and complex task for legislators.

Regarding the regulation of tech companies, two main areas are currently being explored by legislators. The first relates to rules governing tax revenues, data protection, market dominance and privacy standards. Advances have been made in legislation dealing with these questions: espionage scandals and several breaches of users’ data helped increase awareness and several countries approved data protection laws, most prominently the GDPR in the European Union. Other discussions have been conducted on the aspect of antitrust law, to discuss whether big tech mergers constitute a form of market dominance. The second area, which is the focus of this section, applies to content shared on such platforms and the abuse of such platforms for political interests that can be harmful for democracy in the long run. Regulation dealing with content includes rules and procedures regarding hate speech, political polarization, the role of political advertising and mis/disinformation online. While different models and approaches have been tested, none so far have proved to be a silver bullet for dealing with the problem, and in some parts of the world, faulty regulation has been used as a weapon against freedom of expression, with the clear intent of shutting down opposing voices in society.

In the context of elections, social media companies partnered with local independent fact-checkers to have a third party responsible for determining the quality of the content before they took any action. Platforms are right when they say that they shouldn’t be the ones deciding what content should be permitted in the first place; while terrorism and child pornography may be easier topics to address through legislation, disinformation and propaganda may be more subtle and evasive.

While laws defining what content should or should not be allowed may not be desirable, this does not mean that there are no rules. Social media platforms have codes of conduct called community standards, or terms of service, which guide rules and behaviors accepted by the platform and aim to set boundaries of what is and is not permitted in these virtual communities. We can think of them as self-regulatory actions to prevent abuses. They have been changing over the years to respond to the abuse of platforms around elections, or to the sharing of problematic content via their platforms. To enforce these codes, platforms use a mix of AI identification methods and human reviewers to decide what content to allow and what to take down.
Different companies have varying definitions for these problems, or adhere to a varying levels of transparency about how their services are abused, leading to inconsistencies in the rules applied to different platforms.

What has been happening in recent years is that some of these community standards have not been appropriately enforced, and malicious actors have created new techniques to bypass or exploit weaknesses in platform standards. Also, different companies have varying definitions for these problems, or adhere to a varying levels of transparency about how their services are abused, leading to inconsistencies in the rules applied to different platforms.

To account for the apparent lack of enforcement by tech companies, some countries have tried to tighten the standards to be followed by such companies. The Macron administration introduced

Box 1.

Political Advertising in Different Tech Platforms

- **Google** defines election ads as ads that feature a political party, a current elected officeholder, or candidate, or that pose a referendum question, a referendum campaign group, or a call to vote related to a national referendum or a state or provincial referendum on sovereignty.

- **Twitter** prohibits the promotion of political content, defining it as content that references a candidate, political party, elected or appointed government official, election, referendum, ballot measure, legislation, regulation, directive, or judicial outcome. It does not, however, mention whether it allows paid content dealing with social issues that could be used to polarize public opinion without necessarily referencing these concepts.

- **Facebook** has a broader concept, defining them as “Ads About Social Issues, Elections or Politics,” where social issues go beyond the traditional electoral angle, covering sensitive topics that are debated and may influence public opinion in other moments.

This multitude of definitions creates different standards when dealing with this type of content, and transparency requirements are subject to the discretion of private companies. The inconsistency is reflected, for example, in ad transparency requirements:

- **Google** provides information on ads purchased on elections in the EU & UK, India, New Zealand and the US.

- **Twitter** decided to block political advertising altogether around the world, but continued allowing issue ads in all countries but the US.

- **Facebook** offers by far the most complete information about political and issue ads, with the Ad Library feature covering almost all countries and territories, and the Ad Library Report covering 71 countries at the time this study was conducted.

In this context, legislation can be helpful for developing a baseline definition of what constitutes political advertising, as well as baseline criteria for transparency.
a law outsourcing the control over the spread of misinformation during elections to the courts, which failed to pass the Senate in 2018. A similar failed approach in Italy tried to impose fines on users who shared false information online. The most notable example, however, comes from Germany's Network Enforcement Act, in effect since 2017, which holds social media platforms accountable for the content they facilitate, demanding illegal hate speech content to be taken down according to the country's criminal code.

Legislators around the world are now faced with the following question: how to create effective regulation that increases transparency and accountability across different platforms, while preserving the fundamental rights of freedom of expression.

The fragmentation of concepts and standards across different platforms, together with the different levels of transparency and enforcement required by different countries, leaves the path for exploitation wide open across the globe. Legislators around the world are now faced with the following question: how to create effective regulation that increases transparency and accountability across different platforms, while preserving the fundamental rights of freedom of expression. A further challenge pertains to fragmentation: how can regulators ensure compatibility of standards internationally so that tech companies and new market entrants can operate across different countries, while at the same time empowering civil society and media to address systemic causes that allow disinformation to flourish? Answering these questions independently and without coordination could result in each state dealing with such issues differently, depending on its legislators’ understanding of the problem. This could result in a collection of divergent rules that require companies to operate differently in each country, but do little to solve the problem as a whole. The EU discussions on the subject therefore offer some avenues for considering a regional approach to these challenges.


At the EU level, regulation has not kept pace with the technological changes of the past few decades. The 2000 e-Commerce Directive established a general regulatory framework for tech companies and defined, among others, transparency and information requirements and voluntary codes of conduct for online service providers. However, the purposes and types of digital service providers have changed drastically in the 20 years since the directive was adopted. The EU has since issued numerous acts of fragmented regulation, policies and codes of conduct on issues related to governing the internet and the digital sphere, but a general updated framework regulating the current challenges technology presents to democracy is sorely lacking. Concomitantly, member states have adopted their own regulations to address these rising challenges, creating a situation of regulatory fragmentation across the EU that runs counter to a coordinated and cohesive approach.

Yet, to address the rising challenges posed by online disinformation and hate speech, European countries took a co-regulatory approach, based on the possibility of adopting voluntary codes established by the E-Commerce Directive. In May
2016, the EU Code of Conduct on Countering Illegal Hate Speech Online[^35] was adopted to prevent and counter the spread of illegal hate speech online. Later, in an attempt to counter potential influence campaigns ahead of the 2019 European Parliamentary elections, the EU Commission adopted the Code of Practice on Disinformation.[^36] Both codes established transparency standards to be followed by companies, requiring them to report on how they were handling disinformation and hate speech, and what actions they were taking to fight them through the enforcement of their community standards.

It is worth mentioning that as the mechanisms established under the Code of Practice on Disinformation were designed with the European Parliamentary elections in mind, they neglected to provide tools addressing the broader, systemic effect of disinformation campaigns, which exceeds “big political moments.” False information influences users of different age groups on different platforms on which it is shared, affecting not only voter behavior, but political beliefs and world views (see Figure 1, above).

The Codes of Practice and Conduct adopted at the EU level established voluntary monitoring practices that proved a good first step, but they were insufficient for fighting the broader effects of hate speech/illegal content and disinformation.

The Codes of Practice and Conduct adopted at the EU level established voluntary monitoring practices that proved a good first step, but they were insufficient for fighting the broader effects of hate speech/illegal content and disinformation. They lacked enforcement mechanisms to address whether tech companies are meeting their responsibilities, and the narrow focus of these frameworks did not result in an ongoing and systematic effort to prevent platforms from being manipulated by foreign or domestic actors with deleterious political or financial agendas.

Aiming at closing this gap and building on the experience and lessons learned,[^37] the Commission suggested coordinating standards to ensure smooth digital operations across the common market, by updating the e-Commerce directive through the Digital Services Act (DSA).[^38] The Act – currently a legislative proposal that the European Parliament will vote on in 2021 – will be reinforced by a complementary set of non-legislative measures included in the European Democracy Action Plan (EDAP),[^39] which will focus on democratic resilience, electoral integrity and a comprehensive set of actions to combat disinformation.

The DSA aims to deepen the internal market for digital services, by increasing and harmonizing the responsibilities of online platforms and by bolstering the oversight over platforms’ content policies. Aside from aiming to ensure uniform, fair and contestable markets for new entrants, this regulation package also intends to spare social media platforms and other relevant companies from a fragmented legal environment, especially as some member states (most notably France and Germany) have already adopted national legislation on illegal content and hate speech. One of the key areas the DSA intends to address is increased transparency in the operation of tech platforms. Under the DSA, transparency requirements will likely cover two elements: benchmarks, and verification mechanisms.

Regarding benchmarks, the lessons learned
from the Codes of Practice and Conduct will likely inform the definition of specific indicators for measuring and perfecting transparency standards. These should include data about the type of content that is restricted, blocked, or removed, as well as continuous supply of information to regulatory agencies and civil society on how much content has been taken down, on what grounds and within what timeframe, the number of appeals, their resolutions, and other details.

Verification mechanisms would include the involvement of third parties to increase external accountability, including through mandating companies to share data with researchers. The European Data Protection Supervisor’s preliminary opinion on data protection and scientific research states that EU codes of conduct for scientific research could be used to push for access to data that enables enforcement of data-protection standards while addressing the needs of researchers, who have been requesting data from tech companies and were, in many instances, denied access to it. In addition to third-party verification, financial and other support of data journalism and oversight organizations who research tech companies’ actions would help to develop a specialized public that could scrutinize companies’ reporting.

Third-party verification assumes the existence of a functioning and active civil society, and much of what will ensure its existence is contained in the European Democracy Action Plan. In contrast to the single-market logic of the DSA, the EDAP is framed within the context of defending European democracies, specifically from the manipulation of public opinion and disinformation campaigns aimed at undermining democratic institutions. Its focus is the protection of the EU against foreign interference and the large scale spread of disinformation and hate speech on digital platforms, especially around elections. The EDAP also calls for greater transparency of information, highlights the importance of trust in the media in the EU, and in addition to its other instruments, includes a specific action plan targeting the media and audio-visual sector.

**Regulation alone is insufficient and undesirable for solving the complex challenges posed by new technologies; it needs to be followed by a series of non-legislative measures to increase societal resilience.**

The two initiatives have different goals, but they will complement and reinforce one other. Their interaction demonstrates an interesting architecture to approach challenges posed by public-discourse manipulation: regulation alone (DSA) is insufficient and undesirable for solving the complex challenges posed by new technologies; it needs to be followed by a series of non-legislative measures (EDAP) to increase societal resilience.

The EDAP package aims to reinforce three integrated themes, for which citizen engagement will be of particular importance:

- Ensure that electoral systems are free and fair and preserve electoral integrity;
- Strengthen freedom of expression and the democratic debate through media freedom and media pluralism, and an active civil society;
- Tackle disinformation in a coherent manner and build upon actions listed in the recent communication on tackling COVID-19-related disinformation.
Such a framework, an initiative of the European Commission, understands disinformation and defense of democracy in the digital age as a shared responsibility, and appreciates the need for balance in ensuring media pluralism while enabling civil society to play a more active role in this environment. Around the world, governments have been trying to come up with a silver bullet to tackle disinformation and online challenges to democracy through legislation alone, only to find that the solution might be more dangerous than the problem itself. Such an approach presents an alternative by providing conditions for civil society to play a stronger role, as well as providing conditions for media pluralism to be strengthened.

5. Role of Civil Society and Research Institutions

The challenges posed by new technologies lie in how malicious actors might use these platforms for their own interests. They might be financially motivated, buying or creating artificial engagement to push for a brand, or monetizing a website through a click-baiting strategy. Alternatively, and often more problematic, they can be politically motivated. As mentioned before, past examples include foreign interference in important political moments of another country, such as elections, through hate speech shared at scale against minority groups or extreme groups aiming at polarizing public debate in their own countries.

The fact that interference in public debate online can come from domestic actors, as well as international ones, renders the role of civil society and research institutions even more important, especially given the international focus of EU strategizing to date. The EU StratCom Task Force, an arm of the European External Action Service, was initially tasked to counter Russia’s ongoing disinformation campaign, and recently, in light of COVID-19-related disinformation, it turned its focus to China. In other words, the EU mandate is to look at actors trying to manipulate public opinion coming from outside of the block. Neither the EU nor its member states would find acceptance in acting as monitors of public discourse online in their own countries. After all, government interference in the online debates could be seen as state surveillance or censorship, and as of now, the different standards of the rule of law within member states would enable prosecution on charges of anti-democratic interference if these actions were to be fulfilled by states.

Civil society plays a vital strategic role – it has different mandates and is not bound by government interests, freeing it to provide a transparent assessment of how false information is used to manipulate public opinion. Therefore, civil society plays a vital strategic role – it has different mandates and is not bound by government interests, freeing it to provide a transparent assessment of how false information is used to manipulate public opinion. For that, it needs sustained funding and access to data for research in order to understand the different ways in which disinformation and hate speech are generated and disseminated. Another advantage of civil society is that it can view the issue through different angles, taking, for instance, a gender-harassment perspective or monitoring in greater detail the different aspects of online interference during elections, such as whether it is motivated by foreign interests or coming from interest groups inside of a given country.
This role can also be played by investigative journalists, fact-checkers with digital forensics skills and independent researchers. Since online manipulation and hybrid threats are new strategies, countering them opens different fields of work to be filled and developed by different actors. To this end, civil society and researchers need sustained funding to update their scales, but also to perform investigations and advocacy. Only an informed and active civil society is capable of shedding light on these new strategies and effectively countering them.

Partnering with organizations that look at the issue from different angles, such as universities, think tanks, fact-checkers and civil society organizations, is an effective way to shed light on manipulation campaigns and advocate for specific changes to transparency standards or legislation.

Four years after the unexpected interference in the 2016 US elections, the Election Integrity Partnership – a group composed of the DFRLab, Graphika, Stanford Internet Observatory and University of Washington – was created to serve as a knowledge hub regarding the forces shaping public opinion online, and as a watchdog in anticipation of future manipulation attempts ahead of the 2020 Elections. Such responses can be easily replicated, and to some extent have been observed in different elections since 2016. Combining efforts and partnering with organizations that look at the issue from different angles, such as universities, think tanks, fact-checkers and civil society organizations, is an effective way to shed light on manipulation campaigns and advocate for specific changes to transparency standards or legislation.

6. Policy Recommendations and Next Steps

This policy paper has discussed the complexity of dealing with disinformation and related hazards of the digital age. Social media platforms have a global reach and have been investing in solutions, but the effort to counter threats posed by online manipulation must be a shared one. After pointing out the areas in which social media companies have fallen short over the past years, this policy paper explored the role of legislators and civil society in ensuring that democracies are protected in the near and long term.

The role of the state is central, not only in standardizing operative rules for different tech platforms, but also in demanding transparency requirements and creating an ecosystem that will act as a system of checks and balances to ensure damage control. It is not desirable for governments or courts to take a pivotal role in defining what is allowed and not when it comes to the grey zones posed by disinformation. In countries where the rule of law fails to properly control the abuses of the forces in power, such legal mechanisms can be counterproductive, as they can be abused to attack journalists or activists.

Civil society, researchers, and fact-checkers need to have a framework in which they can cooperate and where their voices are heard.

For all of the above, civil society, researchers, and fact-checkers need to have a framework in which they can cooperate and where their voices are heard. A pluralistic civil society that is well funded and outfitted with activists who possess the necessary skills and data to perform their tasks is a central element to ensure that malicious
actors are not successful in their attempt to misinform users, preventing them from radicalizing public opinion in the long term.

It is worth noting that the mix of solutions is broad, and should be thought in the short, medium- and long-term perspectives. One angle of intervention is bolstering media literacy. In the long term, media literacy has the potential to educate a new generation of users who are more tech savvy and aware of the potential for deception that exists in the online space. Literacy will have to confront the continuing evolution of technology, given the likelihood that future innovations might pose different threats than those we are currently used to – notably the use of artificial intelligence to create content, such as video (deepfakes), images, text and voice creation.

A multi-pronged model for ensuring integrity of online public discourse, during and beyond elections, one that is to some extent replicable in different countries, is imperative.

In conclusion, a multi-pronged model for ensuring integrity of online public discourse, during and beyond elections, one that is to some extent replicable in different countries, is imperative – not only to counter hybrid threats, but in order to understand how they evolve and change across different regions of the world, so to better protect against them in the future. The existing information gap between tech companies, civil society and governments causes
undue and perilous delays in the urgent task of developing an appropriate response to rising challenges posed by technology. A common societal understanding, as a result of data sharing between with researchers and greater transparency about how malicious actors abuse such services, will help build resilience to the manipulation of public opinion as we move deeper into the online public sphere.

The conflicts of the 21st century will inherently have an online aspect, and such spaces might be weaponized to threaten national sovereignty, democracy, conflict resolution and human rights. A multi-stakeholder approach is the only way to ensure that solutions are balanced and proportional to the risks.
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